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the spatial layout are beneficial because they don’t 
require analysts to overformalize relationships 
too early in the process. This process of gradually 
increasing relationships’ formality is called incre-
mental formalism.4

Computational Generation 
Computationally generated spatializations are 
driven by the recent emphasis on big data and in-
volve complex mathematical models. These models, 
combined with user intuition and visualizations, 

Figure 1. Typical use of direct manipulation. The Spotfire scatterplot view can represent several dimensions 
of the data through spatial position and visual encodings; users manipulate it through buttons and sliders on 
control panels.

Figure 2. The In-Spire Galaxy View represents documents as dots. Each cluster of dots represents a group of 
similar documents.
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generated spatializations with those manually 
generated. This would shift the focus of interac-
tion from control panels for model input param-
eters to direct manipulation of the model outputs 
as represented by the spatialization itself.

Direct Manipulation of Spatializations
A trend is emerging in how VA systems that use 
complex statistical models handle interaction. This 
trend stems from letting users directly manipulate 
the data in a spatialization to guide and improve 
the layout according to their interests or inter-
pretations. For example, to indicate that two data 
points in a spatialization differ more than is com-
putationally indicated, users can move them apart 
directly in the view. So, the model learns about the 
dissimilarity and updates the spatialization to re-
flect the desired structure of the data. Thus, users 
can employ familiar direct-manipulation interac-
tions within familiar spatialization metaphors, en-
abling them to interact with complex, unfamiliar 
mathematical models.

Within the spatial metaphor, we see three levels 
of interactivity that motivate this emerging con-
cept of direct-manipulation VA. These levels are 
based on the extent to which machine learning 
steers the model.

The first level is direct manipulation of spatial 
constraints. These interactions let users place (and 
move) spatial constraints directly in the spatial-
ization. For example, the Dust & Magnet tool lets 
users place a series of “magnets” representing spe-
cific data dimensions or keywords in the spatial-
ization.9 Data objects rich in those dimensions are 
more attracted to the magnets. Such direct ma-
nipulation enables users to guide the spatialization 
layout by placing additional query-like attractors 
in the space.

The second level is direct manipulation of pa-
rameter weighting. Such data-centric interactions 
leverage metric-learning techniques to adjust the 
weighting schema of the dimensions or features 
used in distance metric calculations.10 Specifically, 
updates to the weighting scheme reflect the fea-
tures emphasized by the user’s interaction (the 
weight of relevant features of interest increases, 
and the weight of other features decreases). The 
weights are adjusted incrementally on the basis of 
heuristics associated with each type of interaction. 
For example, ForceSpire tightly couples several in-
teractions related to text analytics, such as reposi-
tioning documents, highlighting text, annotating, 
and searching, to the underlying dimension reduc-
tion model.10 For instance, highlighting a phrase 
in a document that contains a set of keywords 

increases those keywords’ weight in the distance 
metric.

The third level is direct manipulation for model 
steering. These interactions leverage machine 
learning to calculate the amount of change to each 
feature in the weighting schema. Basically, the VA 
application receives an updated spatial layout from 
the user and, given that layout, inverts the model 
to determine the updated model parameters. This 
might require an optimization search process to 
find the best overall fit. Then, the application can 
apply the updated parameters in the forward ap-
plication of the model to show how the updated fit 
changes the layout. For example, observation-level 
interaction11 and Dis-Function12 let users move 
groups of data points in a multidimensional-scaling 
layout closer together or farther apart to guide ma-
chine learning and explore alternative structures 
in the data.

In summary, all these interactions let users in-
teract directly with the information in context. 
Over continuous use, the spatialization updates to 
reflect the incremental insights the user generated 
(see Figure 4). This creates a symbiotic relationship 
between the user’s sensemaking process and the 
system’s machine learning.

Opportunities and Challenges
The following areas provide opportunities and pose 
challenges for research on direct-manipulation VA.

Figure 4. A ForceSpire spatialization’s progression. As 
the user gains insight, ForceSpire’s model learns to 
emphasize relevant features.
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Model Steering
The steering of mathematical models has become 
a popular way to adapt those models’ visual output 
to the user’s domain, task, and workflow. Users 
can augment the statistical determination of im-
portant features and characteristics in a dataset. 
Because the resulting visualizations include the 
user’s domain expertise, they become more appli-
cable to the domain.

Figure 5 highlights the changes to the visualiza-
tion pipeline necessary to support such direct ma-
nipulation. In the traditional pipeline (see Figure 
5a), control panels directly adjust model input pa-
rameters. In the new pipeline (see Figure 5b), direct 
manipulation of the spatialization requires invert-
ing the model to interpret the action’s intent, as 
we mentioned before. The pipeline maps the inter-
action backward by interpreting the actions and 
adjusting the parameter data—for example, learn-
ing dimension weights. There are many possible 
approaches to this interpretation step. Addition-
ally, using multiple models would further compli-
cate the pipeline, necessitating a many-to-many 
mapping of interactions to models.

This area involves two main challenges. First, 
how do you invert models and map interactions 
to the parameter-learning process? Second, how do 
you incorporate multiple models into the visual-
ization pipeline?

Feature Selection
A common stage of spatialization is feature selec-
tion. Features can be selected algorithmically from 
most forms of data, such as extracting keywords 
from text, extracting visual and audio signatures 
from images and sound, and so on. The purpose 
is to represent otherwise unstructured data as 
high-dimensional. For example, a VA application 
could use a number of natural-language-processing 

models to select keywords or key phrases from un-
structured text. These models determine keywords 
that are statistically more expressive than others, 
for that dataset. A frequent additional step selects 
features to optimize the signal-to-noise ratio.

This area involves two challenges. First, how do 
you incorporate users’ domain expertise, which 
includes features that might not be in the dataset? 
Second, how do you interactively combine features 
from different data types (for example, text, audio, 
and video)?

Feature Extraction
Another common stage of spatialization is feature 
extraction. A high-dimensional representation must 
be reduced to a low-dimensional spatialization. This 
process typically applies a weighting schema to the 
set of selected dimensions to emphasize each di-
mension differently when projecting it onto the 
2D layout. Because the low-dimensional represen-
tations are inherently ambiguous representations 
of high-dimensional data, interactions in these 
low-dimensional spaces can also be ambiguous. 
Multiple inferences might be possible, requiring 
assumptions or more user input.

The challenge here is, how do you accurately 
interpret the interaction in the spatialization 
and apply the high-dimensional representation or 
weighting scheme to it?

Mixed Metaphors
As we mentioned before, users employ different 
contexts and metaphors to refer to information 
in different regions of spatializations.2,13 Common 
metaphors include topical clusters, timelines, geo-
spatial layouts, social networks, and process his-
tory. Users frequently mix these metaphors in the 
same workspace as either separate areas or nested 
schemas. These metaphors might be well defined 
or ambiguous and might evolve.4

This mixed-metaphor use of spatializations 
poses challenges to layout and clustering models 
that are generally designed to compute one type 
of layout across the entire visualization. So, you 
might need to combine multiple types of models 
in complex ways. For example, you could combine 
iCluster, which enables direct manipulation of a 
cluster membership model,14 with ForceSpire to 
enable dynamic layouts of clusters in space, in 
much the same way analysts currently do manu-
ally. The space’s continuity and flexibility could 
represent probabilistic membership.

This area involves two challenges. First, how do 
you detect, interpret, compute, and visualize mixed 
models that represent mixed metaphors? Second, 
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Figure 5. Changing the visualization pipeline to support direct-
manipulation visual analytics. (a) In the traditional pipeline, users 
interact directly with the algorithm (the blue arrow) or data (the red 
arrow). (b) In the new, bidirectional pipeline, users interact directly 
with the spatial metaphor; interaction must be interpreted through the 
model (the purple arrows).





12 July/August 2013

Visualization Viewpoints

bandwidth of these multitouch interactions can 
more accurately define such manipulations’ ana-
lytical reasoning.

Large, high-resolution displays can provide more 
area with which to construct spatial relationships. 
They give the analyst real, meaningful space as a 
communication medium and as common ground 
between the human and model. For example, dis-
tances between documents can imply a similarity 
measure, whereas the absolute location of infor-
mation can serve as a landmark for themes and 
concepts. Direct-manipulation VA might be the 
killer app for these novel hardware technologies.

This area involves two challenges. First, how 
much user input is needed to convey intention to 
the models? Second, how can the system provide 
real-time visual feedback regarding the interpreted 
actions?

Bias
Model steering potentially introduces user biases 
into visualizations. Researchers have attempted 
to address this challenge. For example, captur-
ing interaction data over time10 can reveal new 
keywords added to the model. The distribution of 
weight between these user-derived keywords and 
those extracted from the data might indicate how 
much the user’s domain expertise influences the 
spatialization.

Furthermore, the temporal history of keyword 
weighting can indicate trends in the analysis. 
Converging trends in the weighting of entities 
might indicate confirmation bias, whereas diverg-
ing weights might represent an analysis involving 
multiple hypotheses. In particular, it might be pos-
sible to quantify specific biases such as confirma-
tion bias15 and alert users to them in real time. 
Biases are also opportunities to steer algorithms 
toward a user’s expression of interest, but down-
sides such as overfitting and missing other inter-
esting insights could occur. Such data could also 
be used to compare multiple analysts’ processes or 
support collaborative methods.

The challenge here is, how do you illuminate 
the potential bias associated with introducing the 
user’s domain expertise into the model?

Direct manipulation is familiar to informa-
tion visualization designers, given graphical 

controls over direct visual mappings (for example, 
x- and y- axes on scatterplots, dynamic queries of 
value thresholds, and so on). However, as visual-
izations employ increasingly complex mathemati-
cal models, interaction designers face the challenge 
of maintaining the intrinsic principles that make 
direct manipulation successful, while adapting it 
to control complex model parameters that might 
not clearly map to the visual representation. As 
we showed, for VA, the goal of providing direct 
manipulation isn’t fully realized through control 
panels for model parameters.

Direct manipulation of the visual representa-
tion itself (see Table 2) will enable users to test 
hypotheses, discover relationships, and input their 
domain expertise into the calculations used to 
produce the view. Tools should strive to strike a 
balance between fully automated and fully man-
ual solutions. In other words, a balance must ex-
ist between cognition and computation in VA. By 
leveraging the information-rich medium of a spa-
tial layout as the primary communication method 
between the user and system, researchers will be 
able to realize direct-manipulation VA. We hope 
that the research opportunities and challenges we 
presented will help establish a firm science of in-
teraction in VA. 
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Table 2. The principles of direct manipulation for information visualization are recast for VA.

Direct manipulation for information visualization1 Direct-manipulation VA

Continuous visual representations of objects 
and actions

Spatializations provide a common ground between models and cognition.

Users are shielded from the complexity of underlying models and parameters.

Physical actions or button presses instead of 
complex syntax

Interactions occur in the visual representation.

Interactions are tightly coupled between the spatialization and the underlying models.

Rapid, incremental, and reversible actions with 
immediately visible effects

Models incrementally learn from interactions throughout the analytic process.

Visual feedback of the updated model is displayed in the visual metaphor.




