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Abstract—The nascent field of Explainable Al seeks to unmask the underlying details of black
box learning algorithms, enabling these algorithms to explain their state and results to human
analysts. However, to truly enable interactive Al, we argue that there exists a second black box
representing the cognitive process of the user, containing information which must be
communicated to the algorithm. Using this “Two Black Boxes” problem as motivation, we
present a symmetric, collaborative human-Al model using Semantic Interaction as a design
philosophy to connect human and machine. We discuss challenges associated with each phase
of communication between the pair of cooperatively-learning entities and the benefits that
emerge from combining the expertise of the human and the Al.

B IN DATA analytics, the “black box” problem
denotes the challenge that artificial intelligence
(AI) algorithms in general, and neural network
models in particular, suffer from opaqueness.
These algorithms can supply useful results, such
as finding novel latent structure in otherwise
difficult to comprehend data. However, they typi-
cally do not provide any justification or rationale
for their output. Users of these algorithms are
therefore faced with the decision of whether to
accept the results at face value, without the ability
to question or understand the underlying process.
This problem has resulted in the “Explainable AI”
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(XAI) research agenda, which seeks to open the
black box of these algorithms and explain their
results to human analysts. Analysts can thereby
inspect the algorithms and gain insight into how
the analytical results were discovered by the al-
gorithm, the process trail, analytical provenance,
and supporting data. This is represented by the
right-pointing arrow in Figure 1.

However, this is only half the problem in
human-Al interaction for data analytics. We posit
that there is another black box in the equation
— the black box of human cognition. Analysts
conduct cognitive sensemaking activities, and as a
result of these thought processes, also want to be
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Figure 1. The two black boxes of interactive Al, human cognition and Al algorithm, are connected via two
communication channels that can be mediated by Semantic Interaction (Sl) systems (#1). Explainable Cognitive
Intelligence (XCI) transmits information from the human to the Al (#2-3), while Explainable Artificial Intelligence
(XAl) transmits information from the Al to the human (#4-5).

able to influence the algorithms to produce results
of interest to their sensemaking. However, from
the perspective of the algorithm, the human mind
is a black box that is equally (or perhaps even
more) difficult to interpret. How can the human
“explain” herself to the algorithm, so that the
algorithm can respond to her internal thought pro-
cesses, goals, motivations, expert domain knowl-
edge, and intents? How can the machine learn
from user interaction? To parallel XAI, we refer
to this communication channel as “Explainable
Cognitive Intelligence” (XCI), represented by the
left-pointing arrow in Figure 1. We refer to both
communication challenges together as the “Two
Black Boxes” problem.

A goal of research in this area is to optimize
the strengths and mitigate the weaknesses of the
human and the machine. The human is skilled
at conducting cognitive sensemaking such as ab-
ductive reasoning, inference, making judgements,
and bringing domain expertise to bear, while the
machine can efficiently discover implicit knowl-
edge or hidden patterns in large-scale data. Many
intelligent systems are designed so that humans
can focus on the high-level analysis, supple-
mented by the low-level details provided by the
machine. A truly hybrid human-Al co-learning
system will perform this task while also fostering
increased trust and communication between the
two entities, enabling the human to understand
and apply the analyses of the machine (XAI)
while the machine learns and adapts from the
human cognition (XCI), thereby enabling bigger

and better analysis.

Our contribution in this work is a discus-
sion of five notable challenges that must be
addressed to create such hybrid human-Al co-
learning. These challenges are focused on the
communication channels between the human and
the Al. As shown in Figure 1, the black boxes
of the human and the AI can be accessed by
interactive analytical systems, but the actions
of contextualizing, externalizing, and interpreting
the knowledge of both entities are challenges that
must be addressed. Throughout this article, we
use Semantic Interaction [1] as a running example
to discuss these challenges within the context of
interactive sensemaking of textual information.

An Overview of Semantic Interaction
Semantic Interaction (SI) is a design philoso-
phy featuring a means to directly interact with
modeled representations of data in interactive
systems. Often also referred to as demonstrational
interaction, the high-level goal of SI is to shield
the user from the complexity of tuning underlying
computational models and maintaining their focus
on the data while still benefiting from those mod-
els. To do so, the user performs actions within the
visual representation to communicate a desired
outcome, and the system attempts to learn an
update to those underlying models that will create
that outcome. As a result, the system can infer the
intent of the user from a sequence of interactions.
For example, the StarSPIRE [2] and Cos-
mos [3] systems enable analysts to spatially or-
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ganize collections of textual documents. These
systems model the human sensemaking process
as two sub-processes: a foraging process and a
synthesis process (see Pirolli and Card [4] for a
thorough discussion of this sensemaking process).
As analysts organize important documents, the
Al provides support by foraging relevant doc-
uments onto the screen and synthesizing those
documents into the structure of the user. Indeed,
using computational support in the background to
support the analysis of the user has been shown
to enhance the capabilities of the user in several
performance measures [5].

The visual interface of StarSPIRE consists of
documents (or glyphs representing documents)
within an open workspace. By manipulating these
documents through interactions such as high-
lighting words, annotating notes on a document,
and changing the position of documents in the
workspace, the system can infer both documents
the user may be interested in and why those
documents appear to be interesting. Using this
inference, the system can search for additional
relevant documents, restructuring the workspace
to better match the needs of the user. In a simi-
lar manner, the AxiSketcher system [6] permits
a user to sketch a path over a workspace; in
response, the system forms the axes that best
combine attributes of the data to simplify that
path.

Challenge 1: What is the Loop?

Several phrases are used in visual analytics
to describe the roles of humans and Al in the
workflows of interactive systems. “Human in
the Loop” describes interactive systems that are
commonly designed so that analytic algorithms
occasionally consult humans for expert feedback.
In other words, the human is one step away from
being a bystander in the computational process,
only occasionally chiming in to provide course
correction or to respond to system inquiries.

At the other extreme is “Machine in the
Loop,” in which the human is primarily in charge
of the analysis process, occasionally consulting
the machine for suggestions or assistance in prob-
lems that require computational prowess [7]. Such
a model is useful for creative exercises driven by
human agency, in which occasional tasks such as
sorting or otherwise arranging a large collection
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of documents by some priority metric support a
larger human activity.

Each of these extremes can be appropriate for
certain classes of problems, but are not univer-
sally applicable. The amount of automation and
the amount of human intervention required in an
arbitrary workflow is dependent upon factors such
as the data, tasks, and users. Work by Chen and
Ebert [8] argues that building data intelligence
workflows to consider these factors necessitates
an optimization-based design strategy.

For the case of sensemaking, the ‘“Human
is the Loop” approach proposed by Endert et
al. [9] emphasizes understanding the underlying
cognitive sensemaking processes of users, and
then fitting computational support into the exist-
ing workflow. Thus, the focus is on sensemaking
loop [4], modeled and augmented with Al meth-
ods for the foraging and synthesis sub-loops.

Understanding the best method for integrating
Al into existing human-centric processes is a
challenge, but we argue that the challenge goes
one step deeper. The Al should not just assist the
user, but should also improve its understanding
of the goals and processes of the user in order to
provide better assistance over time. Such sense-
making is not just a human-centric process, but
should also be a goal of the machine, forming a
cooperative learning loop. The “Machine Learn-
ing from User Interactions” (MLUI) Workshop'
is a venue focused in this area of computationally
understanding the behaviors of a user.

Considering again the examples of StarSPIRE
and Cosmos, we see that both systems are de-
signed so that the human and the machine coop-
erate in exploring and making sense of document
corpora. An iteration of the learning process
begins with a human interaction in the synthesis
phase, performing some action to better under-
stand the on-screen information. The Al detects
this action and incrementally learns the interests
of the user based on a sequence of such actions.
From this learning, the Al can then forage for
other relevant documents to present to the user.
This synthesis-driven foraging [5] then leads to an
updated layout structured around the interests and
goals of the human, in which the new information
is placed in context. The human can then ingest
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